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Sequential Inter-hop Graph Convolution
Neural Network (SIhGCN) for
Skeleton-based Human Action Recognition

Abstract : keleton-based human action recognition has attracted a lot of
attention due to its capability and potential to provide more information
than just wusing the sequence of RGB images. The wuse of Graph
Convolutional Neural Network (GCN) becomes more popular since it can
model the human skeleton very well. However, the existing GCN
architectures ignore the different levels of importance on each hop during
the feature aggregation and use the final hop information for further
calculation, resulting inconsiderable information loss. Besides, they use the
standard Laplacian or adjacency matrix to encode the property of a graph
into a set of vectors which has alimitation in terms of graph invariants. In
this work, we propose a Sequential Inter-hop Graph Convolution Neural
Network (SIhGCN) which can capture salient graph information from every
single hop rather than the final hop only and our work utilizes the
normalized Laplacian matrix which provides better representation since it
relates well to graph invariants. The proposed method is validated on two
large datasets, NTU-RBG+D and Kinetics, to demonstrate the superiority of
our proposed method.
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Smoothed quantile regression
for censored residual life

Abstract : We consider a regression modeling of the quantiles of residual
life, remaining lifetime at a specific time. For estimation of regression
parameters, we propose an induced smoothed version of the existing
non-smooth estimating  equations approaches. The proposed estimating
equations are smooth in regression parameters, so solutions can be readily
obtained via standard numerical algorithms. Moreover, the smoothness in
the proposed estimating equations enables one to obtaina robust
sandwich-type covariance estimator of regression estimators aided by an
efficient resampling method. To handle data subject to right censoring,
inverse probabilities of censoring are incorporated as weights. The
consistency and asymptotic normality of the proposed estimator are
established.  Extensive simulation studies are conducted to verify
performances of the proposed estimator under various finite samples
settings. We apply the proposed method to dental study data evaluating the
longevity of dental restorations.
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Double data piling and negatively
ridged classifiers in high dimensions

Abstract : Data piling refers to the phenomenon that training data vectors
from each class project to a single point for classification. While this
interesting phenomenon has been a key to understanding many distinctive
properties of high-dimensional discrimination, the theoretical underpinning of
data piling is far from properly established. In this work, high-dimensional
asymptotics of data piling is investigated under a spiked covariance model,
which reveals its close connection to the well-known ridged linear classifier.
In particular, by projecting the ridge discriminant vector onto the subspace
spanned by the leading principal component directions and the maximal
data piling vector, we show that a negatively ridged discriminant vector can
asymptotically achieve data piling of independent test data, essentially
yielding a perfect classification. The second data piling direction is obtained
purely from training data and shown to have a maximal property.
Furthermore, asymptotic perfect classification occurs only along the second
data piling direction. This interesting phenomenon is shown to also occur in
multi-category classification problems, in which the second data piling
subspaces are estimated by negatively ridged discriminant subspaces. We
demonstrate that negative ridge parameters can be optimal in classification
of well-known image and microarray datasets.

A2k 10:00 ~ 10:40




Yonsei Department of Statistics and Data Science

S MIHEt ul EJ1IHIOIEMIOIﬁ’_“i.*IlI
BKSt=ZiIH

Principal Weighted Least Square Support Vector
Machine: An Online Dimension-Reduction Tool
for Binary Classification

Abstract : As relevant technologies advance, steamed data that is
continuously  collected are frequently encountered in various
applications, and the need for scalable algorithms becomes urgent. In
this article, we propose the principal weighted least square support
vector machine(PWLSSVM) as a novel tool for SDR in binary
classification, in which  most SDR methods suffer since they assumes
continuous Y. We further show that the PWLSSVM can be employed
for the real-time SDR for the streamed data. Namely, the PWLSSVM
estimator can be directly updated from the new data without having
old data. We explore the asymptotic properties of the PWLSSVM
estimator and demonstrate its promising performance in terms of both
estimation accuracy and computational efficiency for both simulated
and real data analysis.
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Scalable and optimal Bayesian inference for
sparse covariance matrices via
screened beta-mixture prior

Abstract : In this paper, we consider a high-dimensional setting where
the number of variables p can grow to infinity as the sample size n
gets larger. We assume that most of off-diagonal entries of the
covariance matrix are zero. Several Bayesian methods for sparse
covariance matrices have been proposed, but their computational speed
iIs too slow, making them almost impossible to apply even to
moderately high dimensions (e.g., p =~ 200%$). Motivated by this, we
propose a scalable Bayesian method for large sparse covariance
matrices. The main strategy of the proposed method is as follows: we
first safely reduce the number of effective parameters in a covariance
matrix, and then impose shrinkage priors only for selected nonzero
off-diagonal entries. To this end, we suggest using the sure screening
by keeping only the off-diagonal entries whose absolute sample
correlation coefficients are larger than a threshold and furnishing the
rests with zeros. It turns out that the proposed prior achieves the
minimax or nearly minimax rate for sparse covariance matrices under
the Frobenius norm. Therefore, it is not only computationally scalable
but also optimal in terms of posterior convergence rate.
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Bayesian adaptive phase I/l clinical trial
design with competing risk model in
personalized medicine

Abstract : Bayesian adaptive randomization is the process of assigning
patients to treatment. The patient will receive better treatment using
intermediate data by adaptive randomization. In the Bayesian paradigm, a
posterior prediction distribution calculates a possible predictive outcome
conditional on observed data. In this paper, we propose a Bayesian adaptive
phase I/1l clinical trial design with competing risk endpoints to evaluate the
patient's performances at different radiotherapy dose levels. The utility
function is used to compare the treatment results and assign better
treatment considering the radiation sensitivity of the patient. Because
radiotherapy is a "double-edged sword", We consider two events at the
same time, tumor progression time and normal tissue complication time. We
evaluate the performance of our model through simulation and compare
with simple equal adaptive randomization and the model ignoring competing
risk event.
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Bayesian Convolutional Networks-based
Generalized Linear Model

Abstract : Neural networks provide complex function approximations between
inputs and a response variable for a wide variety of applications. Examples
include a classification for images and regression for spatially or temporally
correlated data. Although neural networks can improve prediction
performance compared to traditional statistical models, interpreting the
impact of explanatory variables is difficult. = Furthermore, uncertainty
quantification for predictions and inference for model parameters are not
trivial. To address these challenges, we propose a new Bayes approach by
embedding convolutional neural networks (CNN) within the generalized linear
models (GLM) framework. Using extracted features from CNN as informative
covariates in GLM, our method can improve prediction accuracy and provide
interpretations of regression coefficients. By fitting ensemble GLMs across
multiple Monte Carlo realizations, we can fully account for uncertainties. We
apply our methods to simulated and real data examples, including
non-Gaussian spatial data, brain tumor image data, and fMRI data. The
algorithm can be broadly applicable to image regressions or correlated data
analysis by providing accurate Bayesian inference quickly.
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OCT MRI Image Enhancement and Layer
Detection using Supervised Cycle-GAN with curve
similarity loss.

Abstract : OCT MRI images are used to judge the progression of glaucoma.
In particular, the thickness between the upper and middle layers in the OCT
image is an important factor in determining the disease progression.
However, the OCT image taken in the past has disadvantages in that the
image quality is poor, the clarity is lowered and the boundary between the
two layers is not clear. In this study, a new method considering curve
similarity loss as supervised loss in supervised cycle-GAN is proposed. This
method has the advantage of specifying the characteristics that the
generator should focus on while maintaining the learning structure of the
existing cycle-GAN. By considering the similarity of thickness between the
generated image and the real OCT image of the same patient as a
supervised loss, the generator is forced to focus on creating an appropriate
layer boundary. With this method, the two tasks of image transformation
and detecting boundary were solved in one model. As a result, the OCT
images of low-quality were transformed to improved ones with the
boundary between the two layers.
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Hierarchical Generalized Linear Models for ordinal
response data in Multiregional Clinical Trials

Abstract : Multiregional clinical trials are conducted in more than one region
under a single protocol. The patients in the same region have common
intrinsic and extrinsic factors. In other words, the individual patients are
nested within their own regions. To demonstrate such structure, hierarchical
linear models were proposed for the response variables following a normal
distribution by Kim and Kang and hierarchical generalized linear models
were proposed for the response variables following the exponential family
(Bernoulli distribution and the Poisson distribution). Ordered categorical
response including toxicity scale, Rankin Scale(stroke), and Glasgow outcome
scale (TBIl) is a familiar type of patient outcome in clinical trials. In this
article, we consider a response variable following multinomial distribution.
We suppose the Hierarchical Proportional Odds model satisfying proportional
odds assumption. The proportional odds assumption is a restrictive
assumption that is often violated in practice. To address violating the
assumption, we suppose Hierarchical Generalized logit model. Simulation
study was conducted to investigate empirical powers of supposed models.
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Bayesian nonparametric quantile regression with
multiple proxy variables

Abstract : Quantile regression has been widely used as an important
statistical methodology in a wide range of applications including economics,
biology, ecology, and finance. However, it is well known that the quantile
regression can be substantially biased when the covariates are measured
with error. In this paper, we propose a new flexible method that produces
nonparametric quantile estimation in the presence of multiple proxies of true
covariate. Multiple proxy variables become more and more available for an
unobserved explanatory variable in regression as the various sources of
information become available. Under the classical multiple measurement error
assumption of additive error and linear relationship, we combine the multiple
proxy variables to enable the inference about quantile relationship between
response variable and unobserved regressor. An application study shows that
our methodology reveal the unobserved regressor and catch the quantile
relationship well for various nonlinear data.
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RHSHBoost : Improving classification performance
of imbalanced data

Abstract : In the real world, the class distribution of data is imbalanced. But
in many cases, we are interested in rare events. For example, financial fraud
or cancelling subscription occurs rarely, but these type of cases are exactly
what we want to catch. However, classification of imbalanced data is picky
due to the over-representation by majority classes, and it makes the
classifier hard to pay attention to minority classes. This study will propose
an attractive ensemble classification method called RHSHBoost to address
the above problem. This classification method uses random undersampling
and weighted ROSE sampling under a boosting algorithm. Within a boosting
iteration, XGBoost is used to make a classifier.
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Joint Latent Space Model for Analyzing Egos'
Network and Item Responses with Alters’
Attributes

Abstract : This paper attempts to model the relationship between Mexican immigrants'
network and dental conditions using a joint latent space model. Compared to
American-born Latinos, Mexican immigrants have less access to medical care and have
considerable difficulty accessing essential dental services. Therefore, it is important to
understand how the social network of Mexican immigrants affects the use of oral health
services. This paper used data from Tala Survey Study and contains data from 332
Mexican immigrants (ego) who migrated from Mexico to the Midwest of the United
States and 1,292 people (alter) who discuss important matters with ego. The ego forms a
network and is composed of undirected graphs. Each ego filled out a questionnaire with
42 questions related to dental health, including the presence or absence of medical
insurance and medical use related to oral diseases. A questionnaire was also conducted
on the attributes of the alter that contains nine attributes which not only contains
demographic information such as gender and race, but also contains whether or not to
talk frequently about dental matters, and the degree of knowledge about dental
conditions. This paper intends to use a latent space model that combines the network
model of the ego and the item response model, and the item response model on the
attributes of the alter. By reflecting the network of ego in the item response model, the
joint latent space model can observe the ego, item response of the ego, and the
attributes of the alter in one latent space. This paper aims to examine the interaction
between the ego and the alter by applying the network of 332 Mexican immigrants
(ego), and the attribute data of 1,292 alter to the joint latent space model.

A2k 15:27 ~ 15:39




Yonsei Department of Statistics and Data Science

INICHSm SHIUIOIEIALOI A St L
BKSI ZHIH A

ZMZ
- A a2

0
]

Abstract : SiX{f CHRITIZOAM Azt XEA EHE Q8| 2= =
MEs NEHez M - EQFOP@ Al Q. |

StA El=5 ¥t QUCE & LHREOAME FHo| w2t & 72| |0
A 2d3tEn QU 047I01I ZEtE = 2021H 98 2022-2026 =EE7|
HHSIH 48 A2 E X AH[HEO| 316%2 198F 6000H0|A 2026
HEO| 40.5%Q 207t 2000 77HX| =& A=lo|H, ZAUAQS 7| HES
UL F LR ER QR ARSI, SUHAE 2= A& SOt ot
= 97 SSHOHEED FYUSAHES & T "d1 dEdE FXAZ
XFE =olEd SA Z|Eel YT HESFE AE|E O|E(Non-parametric
Credibility Theory)01| MEAIZLH ME|Z O|E2 AiSK &2z =0 4
2| AFEED QU= SAHAE TR EMN 578 el A B =4 HH
Ao 1A “4'? 40| 7tSXS FO CfS oo EHRS 0|Sots TR
Ct. ®X 20N Hu7l SAZ St CHE Q1|2 oie 2o HiX[SHAHLE, £
Cf L CHE Qo| O m—cl'—% #0| ot 7| 20|, =4 MOl XE5H

e
°
rto

m é ot
2 Jiot A

4> rr mjo rjo r2 o

[

’9
for 11

o2 WHIED X|ZO| YAOR OIS 2gLH 0220 U2 HoE H
ojn, o| MMo|z M7 Wew zoz melth uatq ¢ RS S8 A
dE P Fm $XOAS Fetn 10| ME Fo| YHUHS AT & U=

£ 7|of8l At BFHCH

AlZk 15:39 ~ 15:51




Yonsei Department of Statistics and Data Science

AMiStul SHGIOIEAIOIRA A St it
BKSts ZHIHEH A

M=
- A a2

2 51935 o o
H710|= HG|O|E{E 8ot 2ol AEIUM T 2HS
=] = (] I =
Eobol =m0l 217 4 9|z H|EQ| ZHA FA
Abstract : Z1Z0f| Cliet 240] S7iefof| Thef L2t =8le| 2t0[E AEUZ A
oz HolghCt ot Aot &0 mhaf Qe Ao 2ot o 3 2=
Q1A = 7tA AL E|UCEH SFA|SH 2fO|Z AER M Q1 HZO[ AF2taEtA|of
Ciot L Ml HALSe 8%, HE &7F 420 2|g G[O|HE EZotR| Xoili=
StAIE WZstn QU et 2 AF0|AM = RIZH| ZHEE AZEd3Ee B2
SEDBES B30 HE 40| 372 HelEuA sict. C20f o2 = WY o
O|t{Z =E8sl0] 2fo| AEUL Bl AZC[ ZAMO| Cfst HM=TIHQ EA A
DS TEota, 20| AEIYCS| Hellt Op7[e &+~ RUE TURUHIEL S4 &2

S FSotA; ottt

AlIZE: 15:51 ~ 16:03




Yonsei Department of Statistics and Data Science

AMiStul SHGIOIEAIOIRA A St it
BKSts ZHIHEH A

Abstract : =% 2740} £X|0f CHsH hAl
O] LEtotE|HA A0 AME HFAIEOA HOjL= CHAot AZAEEYE
23 e 2 HANE fI1el 5 9Al 0|2 52%t O|lf= HRED Q

Lt A} AER™OM XNSots SOH HEH (Y, dgttdet HHeho| e

mn oY

s
0

ot

onrirr
10

I_EI_[

LE0] X TIE o|2 A0 O|27|7tK|e| o Set A7t Zot
= 2|7t flel, 7|& ddASfs2 =+ O[L} AtAEO| 7
AXQ =0 Hal AN A TEH = JE H K=ot 2K, £
Z, Ae/AIY E= gHEHS 72 = =32 Xz ojF0o| Chet 7
MH o= £5¢ &8 | FUHTESH E= DB
£ AMEoH0 dZ 7|7tar d4E B= of

A ALREALS O] 23 ZHe

>N HI
ofm = o |1 1o

300z
OFF
0%t ﬂ.|5|0

Q sl
L
02 2
B> ol
il l_||'|r='_'.=
A
H
A
=

5
no
>+
Sl
i
ofm
)

A2k 16:03 ~ 16:15




Yonsei Department of Statistics and Data Science

GINICHS SHIGIOIEJALOII A S
BKSI S ZHTA

LY
- A a2

A Measurement Error Approach for Satellite-based Air
Quality Modeling: Using GEMS Level-2 NO2 Products

Abstract : Satellite remote sensing has been widely used to conduct a broad
range, real-time monitoring of air quality. Satellite data, however, have potential
sources of error in measurement. For example, cloud cover may increase
uncertainties or even disable remote sensing, because satellite sensors can be
affected by reduced visibility and radiographic distortion. Thus, in the fields of
atmospheric science, it is a common practice to discard unreliable pixels by
introducing certain thresholds to those sources of measurement error. Although
the threshold approach is one way to ensure the quality of satellite data, from a
statistical viewpoint, this can cause bias and efficiency loss. Therefore, we propose
an alternative method to model satellite-based air quality estimates using a
measurement error approach. Our research problem is characterized by the
following three properties. First, we aim to estimate the mean fields from satellite
observations. Second, it is assumed those observations are prone to measurement
error. Third, both observations and errors have spatio-temporal dependence
structure. Against this backdrop, we propose a general measurement error
framework to model spatio-temporal mean fields with error in the response. For
model evaluation, we plan a Monte Carlo simulation study using satellite retrievals
of nitrogen dioxide (NO2) from the Geostationary Environment Monitoring
Spectrometer (GEMS). The proposed method and existing approaches will be
applied to the synthesized NO2 data, and compared on their performances.
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Multiple imputation for continuous regression model
with outcome dependent sampling

Abstract : In observational studies, resources may not be available to
measure all the information for entire population. In cases where the
outcome is relatively easy to measure compared with the exposures of
interest, then outcome dependent sampling could be a good alternative.
Outcome dependent sampling is a sampling design in which individuals are
chosen with probabilities that depend on the observed outcomes. We can
save resources and focus it on the parts of the population that are believed
to be most informative. If the outcome dependent sampling is used when
the outcome variable is continuous, however, standard estimation methods
such as maximum likelihood or ordinary least squares assuming iid data, will
no longer make consistent, or even unbiased, estimators. In this article, we
will describe several estimation methods that solve this problem. And we will
show another approach that imputes missing values from outcome
dependent sampling. Finally, we can compare the results from the estimation
method and the one from multiple imputation method.
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EM by weighting for capture-recapture data

Abstract : Capture-recapture data which typically includes several times of
re-observations remains incomplete due to partially missing covariates. In
this paper, EM by weighting ‘is used to impute missing values by assigning
weights for an augmented data set with a non-parametric assumption under
MAR situation. After calculating a weight for each possible case, we can
generate a data set using PPS(Probability proportional to size) sampling.
Then, model parameters can be estimated from the complete data set and
compared with those of fully observed data. The comparison results are
illustrated with simulation studies.
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Bayesian Hierarchical Growth-curve modeling of the
increasing number of restaurant review during
COVvID19

Abstract : Time series models are mainly used for the estimation of the data
growing over time in hospitality domain. Growth-shape data, however, is not
the main interest of the model. On the other hand, Latent growth model is
specified for the increasing data estimation, but limited to a linear model. In
order to improve modeling for the increasing data by time, growth curve
modeling in Bayesian framework is suggested in this paper. Since Bayesian
method could be easily applied in hierarchical structure, Bayesian hierarchical
model and growth curve model as levell modeling is used. With the
hierarchical model, the effect of independent variables on total growth curve
and individual growth curves could be estimated from level2 and levell. For
the estimation, flexible Schnute's growth curve is first fitted to the data and
specified growth curve model, that is Gompertz in the paper is then applied
for the final estimation. The number of restaurants' weekly review in Korea
from 2019 to 2021.Feb is estimated in the paper, and the result shows that
only delivery affected the growing number of reviews during increasing
period. In conclusion, delivery is the key factor of the growth of the
restaurants in Korea during COVID19.
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Bayesian Neural Network approach on Infectious
Disease Modeling: COVID-19 cases in South Korea

Abstract : After COVID-19 outbreaks, many deep learning based studies are
proposed to predict the number of infected individuals. However, deep
learning approach focuses solely on improving accuracy with highly
over-confidence, which is not appropriate for unprecedented infectious
disease cases where reliability in prediction is particularly crucial. In this
paper, we examine Bayesian neural networks using Monte Carlo dropouts to
forecast the COVID-19 cases Iin South Korea and estimate uncertainty
belonging to a prediction period. We pointwisely estimate transmission rate,
recovery rate and reproduction rate based on Susceptible-Infected-Recovered
(SIR) model to point out infectiousness of COVID-19. Also, by concatenating
predicted confirmed cases and external features and proceeding a dense
layer at the last step, we interpret the effects of government actions such as
workplace closing, social distancing to reduce the spread based on learned
weights. We believe that this study can be applied to other infectious
disease cases with higher reliability and interpretability.
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Point Process Cluster Analysis in Latent Space of
ltem Response Model for School Survey Data

Abstract : We can postulate a process for finding clusters of item latent
positions for survey data. The process is motivated by latent space item
response model and point process. Respondents and items are embedded in
latent space from the model. We can find networks of respondents and
items by analyzing the latent space. For analyzing clusters in item latent
positions statistically, we apply point process to item response result. Here
we use the school survey data of Gyeonggi Provincial Education Office. By
fitting point process on item response result, we can detect item clusters of
survey data and find differences between school levels and innovative status.
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Fast Bayesian Functional Regression for
Non-Gaussian Spatial Data

Abstract : Functional generalized linear models (FGLM) have been widely
used to study the relations between non-Gaussian response and functional
covariates. However, most existing works assume independence among
observations and there- fore they are of limited applicability for correlated
data. A particularly impor- tant example is spatial functional data, where we
observe functions over spatial domains, such as the age population curve or
temperature curve at each areal unit. In this paper, we extend FGLM by
incorporating spatial random effects. However, such models have
computational and inferential challenges. The high- dimensional spatial
random effects cause the slow mixing of Markov chain Monte Carlo (MCMCQ)
algorithms. Furthermore, spatial confounding can lead to bias in parameter
estimates and inflate their variances. To address these issues, we propose an
efficient Bayesian method wusing a sparse reparameterization of high-
dimensional random effects. Furthermore, we study an often-overlooked
challenge in functional spatial regression: practical issues in obtaining
credible bands of functional parameters and assessing whether they provide
nominal coverage. We apply our methods to simulated and real data
examples, including malaria inci- dence data and US COVID-19 data. The
proposed method is fast while providing accurate functional estimates.
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Latent Space Accumulator Model for Analyzing
Bipartite Networks with Connection Times and Its
Applications to Item Response Data

Abstract : Information about the response time has been highlyaccessible

from recent educational and psychological testing environment, and
variousmethodologies incorporating its information have been developed.
However, thereare not many. statistical models that analyze the effect of
response time onnetwork analysis approach. The response time is expressed
as ‘connection time'in the network framework, and | propose a novel model,
a latent spaceaccumulator model for analyzing bipartite networks that have
their connectiontime for each connection-type to estimate the effect of
connection time onnetwork structure. To model connection times for each
connection-type that ismutually exclusive, the competing risk modeling
framework was adopted. Toidentify the effect of time on network structure, |
embedded latent spaces intothe competing risk models. The model has been
successfully applied to the itemresponse data with response time, which can
be regarded as one example ofbipartite networks.
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Raking and Relabeling for Imbalanced Data

Abstract : We consider the binary classification of imbalanced data. A
dataset is imbalanced if the proportion of classes are heavily skewed.
Imbalanced data classification is often challengeable, especially for
high-dimensional data, because unequal classes deteriorate classifier
performance. Undersampling the majority class or oversampling the minority
class are popular methods to construct balanced samples, facilitating
classification performance improvement. However, many existing sampling
methods cannot be easily extended to high-dimensional data and mixed
data, including categorical variables, because they often require
approximating the attribute distributions, which becomes another critical
issue. In this paper, we propose a new sampling strategy employing raking
and relabeling procedures, such that the attribute values of the majority
class are imputed for the values of the minority class in the construction of
balanced samples. The proposed algorithms produce comparable
performance as existing popular methods but are more flexible regarding
the data shape and attribute size. The sampling algorithm is attractive in
practice, considering that it does not require density estimation for synthetic
data generation in oversampling and is not bothered by mixed-type
variables. In addition, the proposed sampling strategy is robust to classifiers
in the sense that classification performance is not sensitive to choosing the
classifiers.

A2k 17:51 ~ 18:03




